# MA4605 - Lecture 2B: Review of Inference Procedures

In this class, we shall review some important topics from previous modules.

**Hypothesis Test**

Setting up and testing hypotheses is an essential part of statistics. In order to formulate such a test, usually some theory has been put forward, either because it is believed to be true or because it is to be used as a basis for argument, but has not been proved, for example, claiming that a new drug is better than the current drug for treatment of the same symptoms.

In each problem considered, the question of interest is simplified into two competing hypotheses between which we have a choice; the null hypothesis, denoted H0, against the alternative hypothesis, denoted H1.

These two competing hypotheses are not however treated on an equal basis: special consideration is given to the null hypothesis.

We have two common situations:

1. The experiment has been carried out in an attempt to disprove or reject a particular hypothesis, the null hypothesis, thus we give that one priority so it cannot be rejected unless the evidence against it is sufficiently strong.

For example,

H0: there is no difference in taste between Coca Cola and Pepsi

H1: there is a difference in taste between both.

1. If one of the two hypotheses is 'simpler' we give it priority so that a more 'complicated' theory is not adopted unless there is sufficient evidence against the simpler one.

For example, it is 'simpler' to claim that there is no difference in flavour between Coca Cola and Pepsi than it is to say that there is a difference.

**Testing Parameter values:**

The hypotheses are often statements about population parameters like expected value and variance; for example H0 might be that the expected value of the measurements taken by one clinical method are different from those of a similar clinical method (assuming both methods have the same purpose).

A hypothesis might also be a statement about the distributional form of a characteristic of interest, for example that clinical measurements of a certain quantity are normally distributed.

The outcome of a hypothesis test is "Reject H0in favour of H1" or "Do not reject H0".

**Null Hypothesis**

The null hypothesis, H0, represents a theory that has been put forward, either because it is believed to be true or because it is to be used as a basis for argument, but has not been proved.

For example, in a clinical trial of a new drug, the null hypothesis might be that the new drug is no better, on average, than the current drug. We would write

H0: there is no difference between the two drugs on average.

We give special consideration to the null hypothesis. This is due to the fact that the null hypothesis relates to the statement being tested, whereas the alternative hypothesis relates to the statement to be accepted if / when the null is rejected.

The final conclusion once the test has been carried out is always given in terms of the null hypothesis.

|  |
| --- |
| **Important:**  We either "Reject H0 in favour of H1" or "Do not reject H0".  We *never* conclude "Reject H1", or even "Accept H1". |

If we conclude "Do not reject H0", this does not necessarily mean that the null hypothesis is true, it only suggests that there is not sufficient evidence against H0 in favour of H1.

Rejecting the null hypothesis then, suggests that the alternative hypothesis *may* be true.

**Alternative Hypothesis**

The alternative hypothesis, H1, is a statement of what a statistical hypothesis test is set up to establish. For example, in a clinical trial of a new drug, the alternative hypothesis might be that the new drug has a different effect, on average, compared to that of the current drug. We would write

H1: the two drugs have different effects, on average.

The alternative hypothesis might also be that the new drug is better, on average, than the current drug. In this case we would write

H1: the new drug is better than the current drug, on average.

The final conclusion once the test has been carried out is always given in terms of the null hypothesis. As before, we either "Reject H0 in favour of H1" or "Do not reject H0".

We never conclude "Reject H1", or even "Accept H1".

If we conclude "Do not reject H0", this does not necessarily mean that the null hypothesis is true, it only suggests that there is not sufficient evidence against H0 in favour of H1.

Rejecting the null hypothesis then, suggests that the alternative hypothesis *may* be true.

**Confidence Interval**

A confidence interval gives an estimated range of values which is likely to include an unknown population parameter, the estimated range being calculated from a given set of sample data.

If independent samples are taken repeatedly from the same population, and a confidence interval calculated for each sample, then a certain percentage (confidence level) of the intervals will include the unknown population parameter.

Confidence intervals are usually calculated so that this percentage is 95%, but we can produce 90%, 99%, 99.9% (or whatever) confidence intervals for the unknown parameter.

The width of the confidence interval gives us some idea about how uncertain we are about the unknown parameter (recall precision). A very wide interval may indicate that more data should be collected before anything very definite can be said about the parameter.

Confidence intervals are more informative than the simple results of hypothesis tests (where we decide "reject H0" or "don't reject H0") since they provide a range of plausible values for the unknown parameter.

**Confidence Limits**

Confidence limits are the lower and upper boundaries / values of a confidence interval, that is, the values which define the range of a confidence interval.

The upper and lower bounds of a 95% confidence interval are the 95% confidence limits. These limits may be taken for other confidence levels, for example, 90%, 99%, 99.9%.

**Confidence Level**

The confidence level is the probability value (**1-α**) associated with a confidence interval.

It is often expressed as a percentage.

For example, say **α = 0.05 = 5%**, then the confidence level is equal to (1-0.05) = 0.95, i.e. a 95% confidence level.

**One Sample Procedures**

**One Sample t-test**

A one sample t-test is a hypothesis test for answering questions about the mean where the data are a random sample of independent observations from an underlying normal distribution N(µ, ![sigma^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAXBAMAAAD5M3KQAAAAMFBMVEUAAACAAAAAgACAgAAAAICAAIAAgICAgIDAwMD/AAAA/wD//wAAAP//AP8A//////97H7HEAAAAAWJLR0QAiAUdSAAAAAxjbVBQSkNtcDA3MTIAAAAHT223pQAAADxJREFUGNNj+A8HDPiYDPww5gcghCvAzuTHxvyAMIwfovYDAwMQgZn8IIVgBR/+E2R+gLuMgZ8Ip+NmAgA4PtT+JEj3JQAAAABJRU5ErkJggg==)), where ![sigma^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAXBAMAAAD5M3KQAAAAMFBMVEUAAACAAAAAgACAgAAAAICAAIAAgICAgIDAwMD/AAAA/wD//wAAAP//AP8A//////97H7HEAAAAAWJLR0QAiAUdSAAAAAxjbVBQSkNtcDA3MTIAAAAHT223pQAAADxJREFUGNNj+A8HDPiYDPww5gcghCvAzuTHxvyAMIwfovYDAwMQgZn8IIVgBR/+E2R+gLuMgZ8Ip+NmAgA4PtT+JEj3JQAAAABJRU5ErkJggg==) is unknown.

The null hypothesis for the one sample t-test is:

***H0: µ = µ0****, where µ0 is known.*

That is, the sample has been drawn from a population of given mean and unknown variance (which therefore has to be estimated from the sample).

This null hypothesis, H0 is tested against one of the following alternative hypotheses, depending on the question posed:

***H1: µ is not equal to µ0   
H1: µ > µ0  
H1: µ < µ0***

**Confidence Interval for a Mean**

A confidence interval for a mean specifies a range of values within which the unknown population parameter, in this case the mean, may lie. These intervals may be calculated by, for example, a medical researcher who wishes to estimate the mean response by patients to a new drug; etc.

The (two sided) confidence interval for a mean contains all the values of ***µ0*** (the true population mean) which would not be rejected in the two-sided hypothesis test of:

***H0: µ = µ0***

***H1: µ not equal to µ0***

The width of the confidence interval gives us some idea about how uncertain we are about the unknown population parameter, in this case the mean.

A very wide interval may indicate that more data should be collected before anything very definite can be said about the parameter.

We calculate these intervals for different confidence levels, depending on how precise we want to be. We interpret an interval calculated at a 95% level as “*we are 95% confident that the interval contains the true population mean*”.

We could also say that 95% of all confidence intervals formed in this manner (from different samples of the population) will include the true population mean.

**Two Sample Procedures**

**Two Sample t-test**

A two sample t-test is a hypothesis test for answering questions about the mean where the data are collected from two random samples of independent observations, each from an underlying normal distribution:

![N(mu_i,sigma_i^2), where i=1,2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAKgAAAAaAQMAAAAZh4WJAAAABlBMVEUAAGP///+MSscwAAAAAWJLR0QAiAUdSAAAAAxjbVBQSkNtcDA3MTIAAAAHT223pQAAAOlJREFUKM+V0T0KwjAUB/AexA9w8wRO0qM4CI46dhIHj+Dk5ObgFTREQXBw6AEkeYKrNi5SRZrne43fFtFACf3xb/L418Os5X3TRaaOM/X8h8Y/6XEf0GYkPU7khtQmnFuRhrQDWl+xtjnThUdWs4r07Uktq4IA12hsqbwZ+kWv43RHqigYNFQe6BOZOG0ZwdqcTYp0qTyzHrRB1lEEAiWdELOetBmI+KaUNem8egljyvYjJaB2nexY1RVYhFtU83rB9xFz07SHiIY1+t6Bde3s6DSj7po4PWAvbee1yZg6hw9lD//482/rAmdb+jVrsl7uAAAAAElFTkSuQmCC)

**Important:** When carrying out a two sample t-test, it is common to assume that the variances for the two populations are equal, i.e.

![sigma_1^2 = sigma_2^2 = sigma^2](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHQAAAAcAQMAAACK8wlTAAAABlBMVEUAAGP///+MSscwAAAAAWJLR0QAiAUdSAAAAAxjbVBQSkNtcDA3MTIAAAAHT223pQAAAJ1JREFUKM+l0LENgzAQBVCoKD2CR6SkSOEiAzBCxqCgQJnEI5AqZ4nEx/0fyQHFXZAO++lk87lGT8+j+fXInbdK9ADm1V4SYGEf1qq504hDWnOkF6s3PdG91cbzHb/nkCZU8t1tafWqyb08PLOBkNsCX+z+NotPTj6+4bqnpZDS1yzFA73CAR6Zz0f8/iFvLPP55j+6P8+P+evz/cs7uAGIOGppYIEAAAAASUVORK5CYII=)

The null hypothesis for the two sample t-test is:

***H0: µ1 = µ2***

That is, the two samples have both been drawn from the same population. This null hypothesis is tested against one of the following alternative hypotheses, depending on the question posed.

***H1: µ1 is not equal to µ2  
H1: µ1 > µ2   
H1: µ1 < µ2***

**Confidence Interval for the Difference Between Two Means**

A confidence interval for the difference between two means specifies a range of values within which the difference between the means of the two populations may lie.

These intervals may be calculated by, for example, a medical researcher who wishes to estimate the difference in mean response by patients who are receiving two different drugs; etc.

The confidence interval for the difference between two means contains all the values of µ1 - µ2 (the difference between the two population means) which would not be rejected in the two-sided hypothesis test of:

***H0: µ1 = µ2***

against

***H1: µ1 not equal to µ2***

Equivalently

***H0: µ1 - µ2 = 0***

against

***H1: µ1 - µ2 not equal to 0***

**Important:**

If the confidence interval includes 0 we can say that there is no significant difference between the means of the two populations, at a given level of confidence.

interpret an interval calculated at a 95% level as ”*we are 95% confident that the interval contains the true difference between the two population means*”. We could also say that 95% of all confidence intervals formed in this manner (from different samples of the population) will include the true difference.

**Significance Level**

The significance level of a statistical hypothesis test is a fixed probability of wrongly rejecting the null hypothesis H0, if it is in fact true.

It is the probability of a [***type I error***](http://www.stats.gla.ac.uk/steps/glossary/hypothesis_testing.html#1err) and is set by the investigator in relation to the consequences of such an error. That is, we want to make the significance level as small as possible in order to protect the null hypothesis and to prevent, as far as possible, the investigator from inadvertently making false claims.

The significance level is usually denoted by *α*

***Significance Level = P(type I error) =α***

Usually, the significance level is chosen to be 0.05 (i.e. 5%).

**Test Statistic**

A test statistic is a quantity calculated from our sample of data. Its value is used to decide whether or not the null hypothesis should be rejected in our hypothesis test.

The choice of a test statistic will depend on the assumed probability model and the hypotheses under question.

**P-Value**

The probability value (*p*-value) of a statistical hypothesis test is the probability of getting a value of the test statistic as extreme as or more extreme than that observed by chance alone, if the null hypothesis H0, is true.

It is the probability of wrongly rejecting the null hypothesis if it is in fact true.

It is equal to the significance level of the test for which we would only just reject the null hypothesis.

The p-value is compared with the actual significance level of our test and, if it is smaller, the result is significant. That is, if the null hypothesis were to be rejected at the 5% significance level, this would be reported as "*p < 0.05*".

Small p-values suggest that the null hypothesis is unlikely to be true. The smaller it is, the more convincing is the rejection of the null hypothesis.

It indicates the strength of evidence for say, rejecting the null hypothesis H0, rather than simply concluding "Reject H0' or "Do not reject H0".

When using ***R***, we will see a classification structure for various levels of p-values.

**From Last Class**

In the last class, we discussed 4 students performing the titration experiment 5 times each.

The outcome of each trial was expected to be 10.

The first student A obtained the following values:*1 0.08 , 10.11 , 10.09, 10.10, 10.12*  (which we described as precise, but biased)

Let us implement this test in ***R***, using the following null and alternative hypotheses:

***H0: µ = 10***

***H1: µ not equal to 10***

The code is as follows:

|  |
| --- |
| > X.a= c(10.08 ,10.11 ,10.09,10.10,10.12)  >  > t.test(X.a,mu=10) |

The output is as follows:

|  |
| --- |
| One Sample t-test  data: X.a  t = 14.1421, df = 4, p-value = 0.0001451  alternative hypothesis: true mean is not equal to 10  95 percent confidence interval:  10.08037 10.11963  sample estimates:  mean of x  10.1 |

How would you interpret the output of this code?